Abstract: The authors present an extensive investigation of the performance of the IEEE 802.11 medium access control (MAC) protocol, with respect to throughput and delay. For the protocol analysis, a new model, which describes the protocol’s behaviour to a great extent by incorporating and extending the existing models, is proposed. The authors also present a detailed analysis of the end-to-end delay through the study of the MAC delay and the queuing delay. The authors use the Z-transform of backoff duration to obtain the mean value, the variance and the probability distribution of the MAC delay. For the queuing analysis, first the authors consider an M/G/1 queue in order to provide a first look at the queuing delay. Second, the authors modify the input process of the queue so that the packet arrival process is described by an ON–OFF model, which expresses the bursty nature of traffic. In the investigations, data rates of 1, 5.5 and 11 Mbps are assumed to highlight the effect of the bit rate on network performance for both Basic and request-to-send/clear-to-send access mechanisms. The throughput and delay analyses are validated by simulating the distributed coordination function, whereas the models are compared with the existing models based on their results. The accuracy of the analyses was found to be quite satisfactory.

1 Introduction

Wireless access networks are experiencing a tremendous growth in the past few years, and therefore the performance evaluation of the supported protocols remains challenging. The IEEE has standardised PHY (physical) layer and medium access control (MAC) layer in the IEEE 802.11 protocol, which is the dominating standard for wireless local area networks (WLANs) and has generated much interest in the investigation and improvement of its performance. The IEEE 802.11 MAC is based on the widely used distributed coordination function (DCF) and the optional point coordination function (PCF). The DCF uses a carrier sense multiple access with collision avoidance (CSMA/CA) protocol with two access mechanisms: Basic and request to send/clear to send (RTS/CTS), in order to resolve contention among wireless stations, and to verify successful transmissions. A contention access to the wireless medium is allowed under binary exponential backoff (BEB) rules [1]. When using CSMA/CA, each station wishing to take control of the medium has to sense whether the channel is idle or not; if it is not idle, the station defers its transmission to a random time interval (in this paper, the terms medium and channel are used interchangeably). Upon each collision notified by the absence of an acknowledgment (ACK) frame, the bound of random time interval [contention window (CW)] is increased in order for a retransmission to be scheduled. The IEEE 802.11 protocol defines that a packet has a finite number of retransmission attempts to be transmitted. If the retransmission attempts of a packet exceed this predefined number (the retry limit), the packet is dropped.

Several studies appear in the literature investigating the performance of the IEEE 802.11 protocol. Bianchi [2] proposes a Markov process to demonstrate a simple and tractable analytical model for the saturation throughput of the WLAN, under ideal channel conditions. However, Bianchi’s model does not take into account the basic parameters of the IEEE 802.11 standard: the backoff suspension and finite retry attempts (retry limit). Wu et al. [3] extends Bianchi’s model to include finite packet retry limits, but still ignoring the backoff suspension issue. Ziouva and Antonakopoulos [4] propose a Markov chain model that introduces an additional transition state to the models of Bianchi and Wu, while using a new probability (denoting that the channel is busy), in order to confront the backoff suspension case. Ziouva’s model lacks validation through simulation. As far as the additional state of the Markovian model is concerned, it is rather extraordinary, because it permits transmissions consecutively, neglecting the fact that a new backoff procedure must commence after a successful transmission. Needless to say, this case is not included in the IEEE 802.11 standard; although it causes an unfair use of the wireless channel [5]. Another model that considers the freezing of the backoff counter and the finite retry limits was found by Foh and Tantra [6]. This model does not permit transmissions consecutively; instead, it takes into account that the medium access probability actually depends on whether the previous period is idle or busy. The latter assumption necessitates three parameters for the system state description and makes the model more complicated.

In this paper, we further extend the aforementioned models of Wu and Ziouva and propose a new Markov chain model by assuming that the backoff procedure is suspended when the medium is sensed busy. We also consider...
finite retry limits. The new Markov chain model describes the IEEE 802.11 protocol to a greater extent than the existing related models, because it incorporates the basic parameters of the IEEE standards in a realistic way, as the transition diagram of the proposed Markov chain proves (Section 3). We make the same basic assumptions as in [6], whereas, in addition, we take into consideration the difference between the number of CW sizes and the maximum backoff stage. Moreover, our model is simpler than that of Foh and Tantra [6], since it uses only two parameters to describe each Markov chain state, and it is easier to implement. The new model leads to throughput analysis, which is validated through simulation. The proposed model is compared with Wu’s and Foh’s models, in respect of the saturation throughput. As the comparison proves, the throughput results of the proposed new model are closer to the simulation results than those of the Wu’s model, whereas it has a performance close to that of the Foh’s model.

Furthermore, we present an end-to-end packet delay analysis of the IEEE 802.11b standard, where both the medium access and the queueing delays are considered. As a first approach, we calculate the mean MAC delay following the analysis of [5]. Then, we proceed to a more detailed analysis. On the basis of the packet collision probability, we calculate the mean and the variance of the MAC delay by obtaining the Z-transform of the backoff duration according to [7]. Moreover, we determine the probability distribution function (PDF) of the MAC delay through the lattice-Poisson algorithm [8]. The mean and the variance of the MAC delay provide a coarse estimation of the MAC delay, whereas the PDF provides a fine estimation of the MAC delay. Having determined the mean and the variance of the MAC delay, we can calculate the mean queueing delay by considering approximate queueing service models. A queue is assumed for each station with a common server. First, we provide results for the M/G/1 queue [9], because of its simplicity, in order to obtain a first look in the queueing delay. Second, we consider a more realistic case, where the queue’s input process is described by an ON–OFF model, in order to highlight the bursty nature of traffic at the packet level. In these queueing models, the common server is the wireless channel, whereas the service time is the MAC delay. Finally, the end-to-end delay is the sum of MAC and queueing delay. The accuracy of our end-to-end delay analysis is evaluated through simulation and was found to be quite satisfactory. Especially for the MAC delay, our analytical results are compared with those of [5].

This paper is organised as follows: Section 2 gives a brief overview of the DCF access method. Section 3 presents the proposed mathematical model for the transmission probability determination. In Section 4, we provide the channel throughput under saturation, based on the transmission probability. We proceed to the end-to-end delay analysis in Section 5; Section 5.1 contains the MAC delay analysis, whereas Section 5.2 contains the queueing delay analysis. Section 6 is the evaluation section and is divided into Sections 6.1 and 6.2 for the throughput analysis and the delay analysis, respectively. Finally, we conclude in Section 7.

2 Overview of the DCF

The DCF operation supports the best effort asynchronous data transfer while using two access schemes, the Basic mode and the RTS/CTS mode, as defined in IEEE 802.11 standard [1]. Each station, wishing to transmit a packet,

senses the medium to ascertain that there is no transmission in progress. If the medium is idle, the station transmits its packet; otherwise, the transmission is postponed until the medium is sensed free for a time interval greater than distributed inter-frame space (DIFS). The station defers the transmission, after elapsed the DIFS time, for an additional time, which is randomly selected; after the additional time has elapsed, the station is permitted to transmit its packet. As far as the verification of a successful data reception is concerned, it is done by the reception of an ACK packet from the destination station, after a short inter-frame space (SIFS) time interval from the reception of the data packet. If an ACK packet is not detected by the source station, a retransmission is scheduled.

The randomly selected time interval that a station has to wait for before commencing transmission is known as backoff interval and is defined by a value of a backoff counter. This value is uniformly chosen in the range \(0, W_i - 1\), where \(W_i - 1\) is known as CW of backoff stage \(i\), where \(i \in [0, m]\), and \(m\) represents the station’s retry count. The CW is an integer chosen in the range \((\text{CW}_{\text{min}}, \text{CW}_{\text{max}})\), where \(\text{CW}_{\text{min}}\) and \(\text{CW}_{\text{max}}\) are determined by the characteristics of the PHY layer. At the first transmission attempt, CW equals to \(\text{CW}_{\text{min}}\). After each unsuccessful transmission, \(W_i\) is doubled up to a maximum value of \(2^m W_0\), where \(m\) is the number of different CW sizes. Note also that: \(W_0 = (\text{CW}_{\text{min}} + 1)\) and \(2^m W_0 = (\text{CW}_{\text{max}} + 1)\), and therefore [1]

\[
\begin{align*}
W_i &= 2^i W_0 & & i \leq m' \\
W_i &= 2^{m'} W_0 & & i > m'
\end{align*}
\]

The IEEE 802.11b standard [10] specifies that \(m\) could be larger or smaller than \(m'\), depending on the employed access scheme. For the Basic access scheme, we have \(m = 7\) and \(m' = 5\), whereas for the RTS/CTS access scheme, we have \(m = 4\) and \(m' = 5\). Therefore according to (1), \(\text{CW}_{\text{min}}\) and \(\text{CW}_{\text{max}}\) are equal to 31 and 1023, respectively; these values are adequate for the direct sequence spread spectrum (DSSS).

If the medium is sensed idle for a time interval greater than DIFS, then the backoff counter decrements as long as the medium remains idle. When another station starts transmitting a packet during the backoff procedure, the backoff counter is frozen to its current value (backoff suspension) and resumes when the medium is sensed idle for a time greater than DIFS interval.

In the RTS/CTS mode, the sender transmits a short RTS packet prior to the data packet, and the receiver responds with a CTS packet, after an SIFS time interval. If the sender detects the CTS packet, it enters the first backoff stage after an SIFS time interval. By the end of the backoff procedure, the transmission of the data packet is initialised. An ACK packet is sent by the receiver in order to verify the successful reception of the data packet. The IEEE 802.11 in RTS/CTS mode partly overcome the hidden node problem.

3 Mathematical model

We consider a WLAN that consists of \(n\) stations where each station has always a packet available for transmission in its transmission queue (this is called the saturated station). Moreover, at each transmission attempt, regardless of the number of retransmissions suffered, each packet collides with probability \(p\), which is constant and independent of the number of the collisions that the packet has suffered in the past. This key assumption is the same as in [2–4].
Furthermore, as in [4], we assume that $p_b$, stands for the probability that the channel is busy. This probability is independent of the backoff procedure, that is, independent not only from the backoff stage (number of retransmissions), but also from the value of the backoff counter. In what follows, the term time slot refers to a constant value $\sigma$, whereas the term system time slot refers to a variable time interval. Note that the system time slot equals to the time slot $s$, only if there is no medium activity on the channel (idle). Otherwise, the system time slot is the time demanded, either to complete a successful transmission or to perform a failed transmission.

Following the modelling and analysis proposed in [2], let $\{s(t), b(t)\}$ be a bi-dimensional, discrete-time Markov chain, which is shown in Fig. 1. Here $s(t)$ is the stochastic process which represents the backoff stage $i$ at time slot $t$ and $b(t)$ the stochastic process which represents the backoff counter (with different CW size) for a given station at time slot $t$.

The state transition diagram of the Markov chain model shown in Fig. 1 has the following one-step transmission probabilities.

1. The backoff counter decrements when the station senses the channel idle
   \[ P(i, k| i, k + 1) = 1 - p_b, \quad k \in [0, W_i - 2], \quad i \in [0, m] \]

2. The backoff counter freezes when the channel is busy
   \[ P(i, k| i, k) = p_b, \quad k \in [1, W_i - 1], \quad i \in [0, m] \]

3. The station enters backoff stage 0, if it detects a successful transmission of its current frame
   \[ P(0, k| i, 0) = \frac{1 - p}{W_0}, \quad k \in [0, W_0 - 1], \quad i \in [0, m - 1] \]

4. The station enters into the next backoff stage and chooses a new value for the backoff counter after an unsuccessful transmission
   \[ P(i, k| i - 1, 0) = \frac{p}{W_i}, \quad k \in [0, W_i - 1], \quad i \in [1, m] \]

5. The station reaches the last backoff stage and returns to the initial backoff stage after a successful or unsuccessful transmission
   \[ P(0, k| i, 0) = \frac{1}{W_0}, \quad k \in [0, W_0 - 1] \]

Let $b_{i,k} = \lim_{t \to \infty} P\{s(t) = i, b(t) = k\}$ be the stationary distribution of the Markov chain, with $i, k$ integers and $k \in [0, W_i - 1], i \in [0, m]$. In steady state, the following relations are derived from the rate balance equations of the state transition diagram shown in Fig. 1

\[ b_{i-1,0} \cdot p = b_{i,0} \iff b_{i,0} = p b_{i,0}, \quad i \in [0, m] \]  
(2) (obtained by assuming local balance, i.e. rate up = rate down)

\[ b_{i,k} = \left\{ \begin{array}{ll} \frac{W_i - k}{W_i(1 - p_b)} \sum_{j=0}^{m-1} b_{j,0} + b_{m,0}, & i = 0 \\ \frac{W_i - k}{W_i(1 - p_b)} b_{i,0}, & 0 < i \leq m, \quad 0 < k \leq W_i - 1 \end{array} \right. \]  
(3) (obtained by assuming global balance, i.e. rate in = rate out).

Thus, using (2), (3) and the normalisation condition for the stationary distribution

\[ \sum_{i=0}^{m} \sum_{k=0}^{W_i-1} b_{i,k} = 1 \]  
(4)
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we can express the value $b_{0,0}$, as shown in (5)

$$b_{0,0} = \begin{cases} 
2(1-p)(1-p_m)(1-2p) & m \leq m' \\
W_0(1-p)(1-(2p)^{m+1})+(1-2p)(1-2p)(1-p^{m+1}) & m > m' 
\end{cases}$$

where

$$P_1 = W_0(1-p)(1-(2p)^{m+1})$$
$$P_2 = (1-(2p)(1-p^{m+1})+pW_0(2p)(1-p^{m-1}))$$

The value of $b_{0,0}$ is expressed as a function of the collision probability $p$ and the probability $p_b$ that the channel is busy. The probability that in a system time slot at least one of $n-1$ remaining stations transmits is approximated by [2]

$$p = 1 - (1 - \tau)^{n-1}$$

Furthermore, the channel is detected busy when at least one of the $n-1$ stations transmits during a system time slot. Note also that a station remains with probability $p_b$ at state $(i, k), k \geq 1$, when at least one of the $n-1$ remaining stations transmit. Therefore the values of $p_b$ and $p$ coincide

$$p_b = \sum_{i=1}^{n-1} \left( \frac{n-1}{i} \cdot \tau^i \cdot (1-\tau)^{n-1-i} \right) = 1 - (1 - \tau)^{n-1}$$

Using (5)–(7), we can calculate the probability $\tau$ that a station transmits in a randomly selected time slot

$$\tau = \sum_{i=0}^{m} b_{i,0} = \frac{1-p^{m+1}}{1-p} \cdot b_{0,0}$$

4 Throughput analysis

In order to calculate the normalised system throughput $S$, we use the ratio [2]

$$S = \frac{E[\text{Payload information in a time-slot}]}{\text{Length in a time-slot}}$$
$$= \frac{P_s P_r E[P]}{(1-P_s) \cdot \sigma + P_s P_r T_s + (1-P_s)P_u T_c}$$

(9)

where $E[P]$ is the average packet length and $T_s$ and $T_c$ are the average time that the channel is sensed busy because of a successful or unsuccessful transmission, respectively. The probability $P_s$ that an occurring packet transmission is successful and the probability $P_u$ that there is at least one transmission in a randomly selected system time slot are respectively given by [2]

$$P_s = \frac{n\tau(1-\tau)^{n-1}}{1-(1-\tau)^n}$$
$$P_u = 1 - (1-\tau)^n$$

The average length of a system time slot in (9) is calculated considering that a system time slot: (a) is empty with probability $(1-P_s)$, (b) includes a successful transmission with probability $P_s P_u$, and (c) includes a collision with probability $(1-P_s)P_u$.

The values of $T_s$ and $T_c$ depend on the access mechanism, considering the ACK andCTS timeout effect [11]

$$T_{s-BAS} = DIFS + H + T_D + SIFS + T_{ACK} + 2 \cdot \delta$$
$$T_{c-BAS} = DIFS + H + T_D + SIFS + T_{ACK} + 2 \cdot \delta$$

(12)

$$T_s^{RTS} = DIFS + H + T_{RTS} + T_{CTS} + T_D + + 3 \cdot SIFS + T_{ACK} + 4 \cdot \delta$$
$$T_c^{RTS} = DIFS + T_{RTS} + SIFS + T_{CTS} + 2 \cdot \delta$$

(13)

where $T_D$, $T_{ACK}$, $T_{RTS}$ and $T_{CTS}$ are the time required to transmit the data packet, ACK, RTS and CTS, respectively, $\delta$ is the propagation delay and $H = MAC_{\text{hdr}} + PHY_{\text{hdr}}$ is the time required to transmit the packet header.

5 End-to-end delay analysis

The majority of analytical work on the performance of IEEE 802.11 [4, 5, 12–14] focuses on calculating the mean delay of the medium access; little attention has been drawn to the queuing delay investigation [15]. Herein, we study the average end-to-end packet delay, which can be calculated as the sum of the average MAC delay, $E[M]$, and the average queuing delay $E[Q]$. Such a sum is possible due to the linear characteristics of the mean values.

5.1 Medium access delay analysis

First, we demonstrate the analysis to calculate the average MAC delay, $E[M]$, according to the model of [5]. The $E[M]$ equals to the time interval from the time point that the packet is ready for transmission at the head of the station’s queue, until the verification of the successful transmission. It is given by [5]

$$E[M] = E[X] \cdot E[\text{slot}]$$

(14)

where $E[X]$ is the average number of the system time slots required for a successful transmission and $E[\text{slot}]$ is the average length of the system time slots, given by the denominator of (9). The value of $E[X]$ can be calculated by multiplying the average number of the system time slots $d_i$ that a packet delays in each backoff stage, by the probability $q_i$ for the packet to reach this backoff stage, provided that this packet is not discarded. Therefore [5]

$$d_i = \frac{1}{W_i} \sum_{x=0}^{W_i} x = \frac{W_i+1}{2}, \quad i \in [0, m]$$

(15)

and

$$q_i = \frac{p^i - p^{m+1}}{1-p^{m+1}}, \quad i \in [0, m]$$

(16)

Hence, $E[X]$ is given by

$$E[X] = \sum_{i=0}^{m} d_i \cdot q_i = \sum_{i=0}^{m} \left( \frac{W_i+1}{2} \right) \left( \frac{p^i - p^{m+1}}{2(1-p^{m+1})} \right)$$

(17)

We have calculated the average MAC delay according to [5], as a reference point. In what follows, we propose a new analysis to calculate the mean, the variance and the PDF of the MAC delay. The mean and the variance are obtained by using the $Z$-transform of the backoff duration [7], given that the time is considered discrete because it is measured in time slots, as follows.

The interruption of the backoff period is a result of two different events: the collision of two or more stations with
probability \(p\) and the transmission of only one station other than the tagged one, with probability
\[
p' = \left(\frac{n-1}{1}\right) \cdot \tau \cdot (1-\tau)^{n-2} \quad (18)
\]
In order to calculate the backoff duration, we envision the BEB algorithm as a function of two coordinates \((x, y)\), where \(x \in [0, m]\) represents the backoff stage and \(y \in [0, W_x - 1]\) represents the value of the backoff counter at the backoff stage \(x\), as shown in Fig. 2. The decrement of the backoff counter occurs when the channel is not interrupted, while the station stays at the same state as a result of two different events. Therefore the probability generating function (PGF) of each state is given by
\[
D_{x,y}(Z) = \frac{(1-p) \cdot Z^x}{1 - (p' \cdot S(Z) + (p-p') \cdot C(Z))} \quad (19)
\]
where \(S(Z)\) and \(C(Z)\) are the \(Z\)-transforms of the transmission period and the collision period, and are, respectively, given by
\[
S(Z) = Z^{-y} \quad (20)
\]
\[
C(Z) = Z^{-y} \quad (21)
\]
Nevertheless, the backoff duration is not doubled after \(m'\) times, but stays at the same value for the remaining backoff stages
\[
D_x(Z) = \begin{cases} \sum_{y=0}^{W_x-1} \frac{D_{x,y}(Z)}{W_x}, & 0 \leq x \leq m' \\ D_{m'}(Z), & m' < x \leq m \end{cases} \quad (22)
\]
Thus, for each \(x\), the \(Z\)-transform of the backoff duration is given by
\[
BD(Z) = (1-p) \cdot S(Z) \cdot \sum_{x=0}^{m} \left( p \cdot C(Z) \right)^x \cdot \prod_{i=0}^{x} D_i(Z) + (p \cdot C(Z))^{m+1} \cdot \prod_{i=0}^{m} D_i(z) \quad (23)
\]
The first term of the second part of (23) indicates the transmission delay multiplied by the delay encountered in the previous \(x\) and \(y\) stages, whereas the second term accounts for the delay of the dropping packet, which has encountered in all \(x\) collisions.

Having determined the \(Z\)-transform of the backoff duration, we derive the mean value \(E[M]\) and the variance \(\text{Var}[M]\) of the MAC delay by taking the derivative of (23), with respect to \(Z\)
\[
E[M] = BD'(Z)|_{Z=1} \quad (24)
\]
\[
\text{Var}[M] = BD''(Z)|_{Z=1} + BD'(Z)|_{Z=1} - (BD'(Z)|_{Z=1})^2 \quad (25)
\]
In order to calculate the PDF of the MAC delay, we need the inverse transform of the \(Z\)-transform of the backoff duration [16]. To this end, we use the expression
\[
BD(Z) = \sum_{k=0}^{\infty} d_k Z^k \quad (26)
\]
The goal is to calculate \(d_k\), which expresses the PDF of the backoff duration. A method that gives the inverse \(Z\)-transform with a predefined error bound is the lattice-Poisson algorithm [8], which is valid for \(|d_k| \leq 1\).

Since \(d_k\) is the PDF, we obtain
\[
d_k = \frac{1}{2kr} \sum_{h=1}^{2k} (-1)^h \, \text{Re}(BD(re^{nh/2k})) \quad (27)
\]
where \(\text{Re}(BD(Z))\) stands for the real part of the complex \(BD(Z)\).

Equation (27) is derived by integrating \(BD(Z)\) over a circle with radius \(r\), where \(0 < r < 1\). For practical reasons, we suppose that the predefined approximation error is \(r^{2k}\), and therefore to have accuracy \(10^{-7}\), we let \(r = 10^{-7/2k}\) [8].

### 5.2 Queueing analysis

We proceed with the queueing analysis, by considering two different queueing systems, both with the wireless medium as common server and both having infinite capacity. The first is a simple \(M/G/1\) queueing system; in the second system, we modify the \(M/G/1\) so that the input process is described by an ON–OFF model.

In \(M/G/1\), the service time has the average value of the average MAC delay, \(E[M]\). By applying the corresponding formula for the mean queueing delay, \(E[Q]\), we obtain [9]
\[
E[Q] = \frac{A \cdot E[M]}{2 \cdot (1-A)} \cdot e \quad (28)
\]
where \(A\) is the offered traffic load and \(e\) is the form factor of the holding time distribution, which equals to [9]
\[
e = 1 + \frac{E[M]^2}{[M]} \quad (29)
\]
where \([M]\) is the variance of the service time distribution and is given by the square root of (25).

For the second queueing system, we consider that each node is a discrete-time queueing system, with infinite buffer capacity and a single server representing the wireless channel. The consideration of discrete time is possible due to the fact that according to the IEEE 802.11 all events take place in time units (e.g. the backoff counter decreases one unit per time slot). The arrival process is described by a two-state Markov chain, that is, the arrivals are modelled by an ON–OFF model, as it is shown in Fig. 3. The parameters \(q_1\) and \(q_2\) are the probabilities that the Markov chain remains in states ON and OFF, respectively. Calls arrive to the queue with mean arrival rate \(\lambda\). When the system is in state ON and a new call arrives in the next time slot, the system remains in state ON; this happens with probability \(q_1\). When the system is in state OFF and a new
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call arrives, the system passes to state ON; this happens with probability $1 - q_2$.

The probability of two consecutive arrivals in two consecutive time slots is denoted by $f_1$ and equals to $q_1$. The probability that the system jumps to state OFF just after an arrival and then returns to the state ON during the next time slot is $f_2 = (1 - q_1)(1 - q_2)$. Thereupon, the general expression of the inter-arrival distribution, $f_n$, is [17]

$$f_n = \begin{cases} q_1 & n = 1 \\ (1 - q_1)q_2^{n-2}(1 - q_2) & n > 1 \end{cases}$$

where $n$ denotes the number of time slots between two consecutive arrivals.

The PGF of $f_n$ is denoted by $F(z)$ and is given by [17]

$$F(z) = q_1z + (1 - q_1)(1 - q_2)\frac{z^2}{1 - q_2z}$$

The mean inter-arrival time can be calculated as

$$\frac{dF(z)}{dz}_{z=1} = \frac{2 - q_1 - q_2}{1 - q_2} = \frac{1}{\lambda}$$

The stationary queue size distribution $\pi_m$ is in the following form [17]

$$\pi_m = \begin{cases} 1 - \xi & m = 0 \\ \xi(1 - \rho)^{m-1} & m \geq 1 \end{cases}$$

where $\xi$ is a constant and $\rho$ is the unique root of the equation

$$z = F(\mu z + (1 - \mu))$$

where $\mu$ is the mean service time of the system and equals to the mean MAC delay. Using (33) and (34), we find that

$$\rho = 1 - \frac{\mu}{1 - q_1 - q_2 + q_2} - 1$$

By equating the mean probability of the arrival to the mean probability of departure (i.e. by assuming local balance), we find that

$$\lambda = \mu(1 - \pi_0) \iff \pi_0 = 1 - \frac{\lambda}{\mu}$$

The mean queue size, $E[S]$, and the mean waiting time, $E[Q]$, are calculated through Little’s theorem and (35), as follows

$$E[S] = \sum_{i=1}^{\infty} i \pi_i = \frac{\xi}{1 - \rho} = \frac{\lambda}{\mu(1 - \rho)}$$

$$E[Q] = \frac{E[S]}{\lambda} = \frac{1}{\mu(1 - \rho)}$$

Finally, the average end-to-end packet delay $E[D]$ is given by the summation

$$E[D] = E[M] + E[Q]$$

### 6 Evaluation

We consider a WLAN topology consisting of an access point (AP), placed in the centre of an area of $100 \text{ m} \times 100 \text{ m}$, and of $n$ stations placed on a circle of radius $R = 50 \text{ m}$ around the AP. In order to pass over the problem of hidden terminals, we assume that all stations have line of sight. All stations send traffic at such a rate that ensures saturated conditions (the transmission queues remain nonempty). To assess the performance behaviour of this WLAN, we apply the proposed mathematical models, while the WLAN is simulated, for comparison and model’s evaluation. We mostly use the NS-2 simulator [18], except for the end-to-end delay analysis when an ON–OFF model is assumed for the packet arrival process, where the OPNET simulator is used [19]. Unless otherwise specified, the values of the parameters used both in the simulation and in the analysis come from the values of the DSSS parameters found in [20]; they are summarised in Table 1. Note that the analytical model is independent of the specific values of the parameters, so that it can be implemented for different PHY layers. All simulation results have been obtained with five replications and with different seed numbers each time; from these five runs, mean values have been calculated with a 95% confidence interval [21].

Since the resultant reliability ranges were found to be very small, only the mean values are shown in the figures.

### 6.1 Throughput results

First, the variation of the saturation throughput against the number of the contending stations is presented in Fig. 4, for data rate of 1 Mbps and for both Basic and RTS/CTS access mechanisms; the saturation throughput was determined by three models: (a) the proposed new model in this paper, (b) the Wu’s model and (c) the Foh’s model, as well as by simulation. As one can observe in Fig. 4, the new model and Foh’s model are closer to the simulation results than the Wu’s model for both access mechanisms. This is due to the fact that the new model and Foh’s model take into account the backoff suspension. The new model and Foh’s model have almost the same performance. More precisely, Foh’s model performs slightly better, but the new model has the advantage of an easy implementation. As it was anticipated, the RTS/CTS mode gives a greater throughput than the Basic mode for all number of stations. This is because in RTS/CTS mode the collisions

### Table 1: Parameters for MAC and DSSS PHY layer

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Packet payload</td>
<td>8224 bits</td>
</tr>
<tr>
<td>Channel bit rate</td>
<td>1, 5.5, 11 Mbps</td>
</tr>
<tr>
<td>MAC header</td>
<td>224 bits</td>
</tr>
<tr>
<td>PHY header</td>
<td>192 bits</td>
</tr>
<tr>
<td>Propagation delay</td>
<td>1 $\mu$s</td>
</tr>
<tr>
<td>Time slot (s)</td>
<td>20 $\mu$s</td>
</tr>
<tr>
<td>DIFS</td>
<td>50 $\mu$s</td>
</tr>
<tr>
<td>SIFS</td>
<td>10 $\mu$s</td>
</tr>
<tr>
<td>ACK</td>
<td>112 bits + PHY header</td>
</tr>
<tr>
<td>CTS</td>
<td>112 bits + PHY header</td>
</tr>
<tr>
<td>RTS</td>
<td>160 bits + PHY header</td>
</tr>
</tbody>
</table>
occur only among the small-sized control packets, and therefore the bandwidth wasted on collisions in RTS/CTS mode is much less than the bandwidth wasted at collisions in the Basic mode.

The saturation throughput is also assessed by the new model and Foh's model, for data rates at 5.5 and 11 Mbps, shown in Figs. 5 and 6, respectively. In both cases, our analysis (new model) is validated by the simulation. A similar performance between the new model and Foh’s model is observed, as in Fig. 4. It is worth noticing that when the data rate increases, the Basic mode is preferable than the RTS/CTS mode; this is because the RTS/CTS control packets are travelling across the network at the lower rate of 1 Mbps. Figs. 4–6 also show that the saturation throughput decreases as the data rate increases. This is attributed to the fact that the packet transmission time is reduced with the increase in the data rate, contrary to the collisions which increase and to the DIFS, SIFS and time slot intervals which remain invariable.

The saturation throughput depends on the size of the transmitted packets, so it is evident that the effect of this parameter must be investigated. In particular, Figs. 7 and 8 illustrate the throughput as it is determined by the new model against packet size for data rates of 1, 5.5 and 11 Mbps for a medium network size ($n = 20$) for both access mechanisms, respectively. Interestingly, in all curves, the throughput increases for higher packet sizes, a situation that can be explained by the fact that larger packets correspond to greater periods of contention, and therefore lower collision probability. Comparison of Figs. 7 and 8 clearly reveals that the Basic access method outperforms the RTS/CTS method for any packet size at 5.5 and 11 Mbps, whereas the opposite is observed only for small packet sizes (<3 kB) at 1 Mbps. Similar figures (not shown for correspondence) for small and large network sizes ($n = 5$ and $n = 50$, respectively) depict that the saturation throughput decreases as the network size increases, due to the multiple number of collisions. Furthermore, higher data rates render lower throughput, a result that is in concordance with Figs. 4–6. Consequently, the selection of the value of packet size should be attentive, according to the size of the network and the data rate employed.
Another parameter that is examined is the minimum value of the CW (\(CW_{\text{min}}\)), whose effect on the saturation throughput (determined by the new model) for a medium-sized network (\(n = 20\)) can be monitored in Figs. 9–11 for 1, 5.5 and 11 Mbps, respectively. These figures show that all curves have an increment up to a certain value of \(CW_{\text{min}}\); after this point, they become descending. The explanation for this behaviour is as follows. For small values of \(CW_{\text{min}}\), the collision probability is high; if, however, the CW is significantly large, the long time spent in the backoff procedure degrades the performance of the WLAN. Similar curves are obtained for various network sizes. Carefully examining Figs. 9–11 allows identifying the preferable value of \(CW_{\text{min}}\) according to the selected data rate and network size, for optimum performance.

### 6.2 Delay results

We evaluate our delay analysis by considering initially the MAC delay analysis and afterwards the end-to-end delay analysis. For the MAC delay analysis, we consider two application examples. In the first example, a WLAN is considered with the parameters of Table 1, but the packet length is 1023 B (\(pl = 8184\) bits), as well as \(m = 6\) and \(m' = 5\), according to the corresponding example found in [5]. The selection of these parameters is made in order to compare the results of the new MAC delay analysis with the verified analytical results presented in [5]. The WLAN utilises the Basic access mechanism and 1 Mbps data rate. In the second example, a WLAN with the parameters of Table 1 is considered, while the parameter \(m = 7\) and \(m' = 5\). In Table 2, we comparatively present our analytical results for the MAC delay [obtained through (18–25)], together with the results obtained by applying the (14–17) (as in [5]), for both application examples. More precisely, the first column of Table 2 contains the number of stations; the second and fifth columns contain the mean MAC delay of the existing model, whereas the third and sixth columns contain the mean MAC delay of the new MAC delay model. The new MAC delay model determines the variance of the MAC delay, which is presented in the fourth and seventh columns. The results of Table 2 indicate that the two models produce almost the same mean MAC delay (while the variance is given by the new model only).

A first approximation of the end-to-end delay analysis is obtained by using the new MAC delay analysis and the analysis of the M/G/1 queueing system. The system is simulated through the NS-2 so that the packet arrival process is Poisson. This has only a theoretical value and offers a first look into the end-to-end delay. The average end-to-end delay against the number of stations for both the Basic and RTS/CTS access mechanisms is depicted in Figs. 12 and 13, respectively, for data rates 1, 5.5 and 11 Mbps. The offered traffic load to each queue is \(A = 0.8\) erl. The curves in both figures indicate that the

![Fig. 8 Saturation throughput against packet size for the RTS/CTS access mechanism](image1)

![Fig. 9 Saturation throughput against the minimum CW for 1 Mbps data rate](image2)

![Fig. 10 Saturation throughput against the minimum CW for 5.5 Mbps data rate](image3)

![Fig. 11 Saturation throughput against the minimum CW for 11 Mbps data rate](image4)
delay increases as the number of contenting stations increases; this is observed in all data rates employed. In large-sized networks packets suffer more collisions, the stations choose higher backoff stages, the size of the CW increases and therefore the stations experience longer delays. Moreover, the increase of the data rate affects constructively the delay, because of the fact that the time needed for data transmission is reduced.

Comparison of Figs. 12 and 13 also reveals that the delay observed in the RTS/CTS mode is lower than the delay observed in the Basic mode only at the data rate of 1 Mbps; the opposite behaviour is observed at 5.5 and 11 Mbps. In RTS/CTS mode, the RTS and CTS control packets, which are transmitted at 1 Mbps irrespective of the data rate, introduce additional overhead. This fact may not make a difference at 1 Mbps, whereas in higher data rates it influences the value of the delay. Consequently, the performance of the Basic mode seems to be inadequate only at 1 Mbps, and therefore the Basic mode should be used at higher data rates in order for the performance to be improved.

A better approximation of the end-to-end delay analysis is obtained by using the new MAC delay analysis and the analysis of a queueing system with the more realistic packet arrival process of the ON–OFF model. The offered traffic load at the ON state is $A = 0.8$ erl. The probabilities that the arrival process is at the ON and the OFF states are $q_1 = 0.9$ and $q_2 = 0.1$, respectively. In Figs. 14 and 15, the analytical and simulation end-to-end delay results are illustrated, for the Basic and RTS/CTS access mechanisms, respectively, for data rates of 1, 5.5 and 11 Mbps. The same impact of the data rates on the end-to-end delay as

### Table 2: Comparison of the analytical results obtained by the existing model and the new MAC delay model

<table>
<thead>
<tr>
<th>Number of stations</th>
<th>First example ($m = 6$, $pl = 8184$ bits)</th>
<th>Second example ($m = 7$, $pl = 8224$ bits)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Existing model</td>
<td>New MAC delay model</td>
</tr>
<tr>
<td></td>
<td>Mean, s</td>
<td>Variance</td>
</tr>
<tr>
<td>5</td>
<td>0.0499</td>
<td>0.005693</td>
</tr>
<tr>
<td>10</td>
<td>0.1068</td>
<td>0.00792</td>
</tr>
<tr>
<td>15</td>
<td>0.1660</td>
<td>0.01331</td>
</tr>
<tr>
<td>20</td>
<td>0.2257</td>
<td>0.01752</td>
</tr>
<tr>
<td>25</td>
<td>0.2852</td>
<td>0.02235</td>
</tr>
<tr>
<td>30</td>
<td>0.3442</td>
<td>0.02852</td>
</tr>
<tr>
<td>35</td>
<td>0.4026</td>
<td>0.03551</td>
</tr>
<tr>
<td>40</td>
<td>0.4602</td>
<td>0.04489</td>
</tr>
<tr>
<td>45</td>
<td>0.5272</td>
<td>0.05735</td>
</tr>
<tr>
<td>50</td>
<td>0.5934</td>
<td>0.06821</td>
</tr>
</tbody>
</table>
in Figs. 13 and 14 is observed. As Figs. 14 and 15 reveal, the analytical results are very close to the simulation results. It is worth noticing that if we use the ON–OFF model with $q_1 = 1$ and $q_2 = 0$ (i.e. the system is always at the ON state), we obtain almost the same results as those in Figs. 12 and 13. This consistency also validates our analysis.

7 Conclusion

In summary, the performance of the IEEE 802.11 standard is extensively investigated with the aid of a new Markov chain model. The new model describes the IEEE 802.11 protocol in a relatively simple way and to a greater extent than the existing models; it incorporates the important parameters of backoff suspension and finite retry limits, in a realistic way, as it is depicted in the proposed Markov chain. We provide analysis of the saturation throughput and the average end-to-end delay (i.e. including not only MAC delay but also queueing delay analysis). The accuracy of the proposed new model was validated by comparing it with the Wu’s model, the Foh’s model and simulation results, with respect to saturation throughput. The new model has a performance close to that of the Foh’s model, and it has the advantage of an easy implementation. Both models perform better than the Wu’s model. Besides, the presented throughput results in this paper aim at deriving useful guidelines for the proper selection of the values of the parameters of the WLAN (e.g. data rate, $\text{CW}_{\text{min}}$, packet length), so as to ensure optimum network performance. As far as the accuracy of our delay analysis is concerned, it is validated through simulation for the end-to-end delay, whereas for the mean MAC delay, our results are compared with existing results, well validated through simulation, and were found to be quite satisfactory. In addition to the mean MAC delay, we provide results for the variation of the MAC delay. We study the effect of the data rates on the average end-to-end packet delay. The average end-to-end delay results, for both Basic and RTS/CTS access mechanisms, show that the Basic mechanism outperforms the RTS/CTS mechanism in higher transmission rates for the data. This conclusion also results from the saturation throughput investigation. Having considered an ON–OFF model to describe the bursty nature of the packet arrival process, in our future work we shall consider a more comprehensive model, like the MMPP/G/1, assuming in addition not only infinite but also finite queue size.
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